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Abstract: The literature on Artificial Intelligence (AI) as applied to legal 
practice can contain apparent paradoxes. On one hand, some researchers 
suggest that AI can transform law. On the other hand, others suggest that AI 
has more limited potential. This apparent tension can be understood by 
distinguishing different forms of AI technology. This paper reviews two 
contrasting types: First, it examines expert systems and their component 
‘decision trees’; second, it considers artificial neural networks (ANNs). Finally, it 
reviews the use of the former within the legal sector and the potential of the 
latter.  Expert systems have fixed ‘knowledge’ that is codified into computer 
systems by human experts. To some extent, expert systems enjoy wide legal-
sector adoption–at least for the ‘decision tree’ part of the technology. 
Improvements for the legal sector can be made by enriching decision trees using 
methods from decision science and by using algorithmically generated decision 
trees. ANNs are quite different. They are vast networks of connections within 
software systems that ‘learn’ from rich data through exposure to it. The 
mechanism of ANNs is based on the principle by which neuronal connections 
in biological brains become stronger – via exposure and training. This paper 
finds that ANNs have significant potential but face more limited legal-sector 
adoption than decision trees. Other forms of AI exist but are beyond the scope 
of this paper. 
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Introduction  
 
A very broad classical definition of Artificial Intelligence (AI) describes the field as that where 
machines are developed that can undertake tasks that would otherwise require human 
intelligence (Turing, 1950; Minsky, 1972; Raphael, 1976). This definition is also used for legal 
AI (Armour and Sako, 2020). The technologies that fall within the field thus change over time. 
For example, in recent decades computers playing chess were at the height of the imagination 
of many AI researchers (Turing, 1950; Hofstadter, 1979), but today electronic chess computers 
are commonplace (Lowry, 2021) and do not use the label ‘AI’. John McCarthy is credited with 
saying “as soon as it works, no-one calls it AI anymore” (Meyer, 2011). For reasons like these, technical 
commentaries typically recognise that the field of AI is broad and changes over time (Russell 
and Norvig, 2016).  

AI spans across many disciplines including, but not limited to, robotics, computer vision 
and artificial decision-making. The field of AI can be traced back to Alan Mathison Turing’s 
1936 work on a problem of computability (Turing, 1937; Stanford Encyclopaedia of 
Philosophy: ‘Alan Turing’, 2002). Others suggest with strained interpretation that it can be 
traced further back to Charles Babbage (Schwartz, 2019). The field was proposed by Turing in 
a public lecture in 1947 and has been developing in various forms since (Haenlein and Kaplan, 
2019) albeit that research slowed for a period after attracting comparatively few researchers for 
some decades (Hofstadter, 1979). This slow period is often called the AI winter. Mathematics 
and statistical methods of logical problem-solving have formed a part of AI since the inception 
of the field and much research in this area progressed in the 1970s (Hofstadter, 1979).   

During the 1980s and 1990s, ‘expert systems’ (described below) were the preeminent form 
of AI (Buchanan, 2005; Bench-Capon et al. 2012). Expert systems build upon both symbolic 
logic and the science of logical ‘decision trees’ to codify the knowledge of experts (including 
lawyers (Susskind, 1989)) into software programs. Expert systems research declined rapidly after 
the 1990s and there have been few real breakthroughs in this area since. Much of the legal AI 
in practice today stems from this period. 

Another strand of AI, artificial neural networks (ANNs), was originally developed in the 
1950s (Rosenblatt, 1957) but gained little traction for over half a century until a breakthrough 
in the early 2010s occurred, following which this strand has flourished. ANNs are the cutting 
edge of contemporary AI systems. ANNs are structures of code that are programmed to 
synthetically mimic biological neurons, their interconnections and their methods of learning 
within current technological constraints. ANNs are a type of machine learning which can be 
supervised or unsupervised (Berry and Others, 2020). ‘Supervision’ in this context typically 
means the training examples which are fed to a computer system for the purpose of learning 
are labelled with the target solution.   

This paper first considers expert systems and their core technology, decision trees. It then 
examines limitations of this form of AI before turning to consider ANNs and how this newer 
AI technology can overcome the limitations of expert systems and decision trees.  

 
 

Expert systems and decision trees 
 

Expert systems 
 
The phrase ‘expert system’ is used to describe a computerised diagnostic or decision-making 
system that asks a structured series of questions in the same way that a human expert might 
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and then provides a suggested diagnosis or outcome (Bench-Capon et al. 2012). These expert 
systems rely heavily on codified expert knowledge and seek to mimic the ability of a human 
expert to reach a conclusion based on a subject’s responses to a series of questions. In the series 
of questions, the next question to be asked will usually depend on the response given to prior 
questions (Hofstadter, 1999). This summary definition is expanded upon further below.  

As summarised above, when codified expert knowledge is used in a computer system to 
allow a system or a non-expert operator to make decisions that would otherwise require a 
human expert, the resulting system can be described as an ‘expert system’. An expert system 
often aims to replicate the interactive consultations that a human can have with a human expert 
in a particular field, i.e., instead of consulting a human expert, a person can consult the expert 
system to receive a diagnosis or prognosis. Early expert systems were installed from floppy disks 
to computer terminals and could be operated by a computer operator.  

The phrase ‘expert system’ was unheard of before the 1960s, it had some limited usage 
over the next two decades and then spiked in popularity–at least amongst AI researchers–
during the 1980s and early 1990s (Haenlein and Kaplan, 2019) (see also Google Ngram graph 
of the prominence of the subject ‘expert system’ over time across literature: 
<https://tinyurl.com/2wbbmd5x>). It has since dropped from the vocabulary of researchers 
and the area has been overtaken by the modern AI fields of machine learning and ANNs which 
are overwhelmingly more popular areas of research today. Expert systems could come back 
into fashion amongst AI researchers if a major future technological breakthrough occurs. This 
happened for ANNs from around 2012, which had long been in decline since the 1950s before 
the resurgence (Haenlein and Kaplan, 2019; Krizhevsky et al. 2012) (See the following Google 
Ngram graph of the prominence of the subjects ‘neural networks’, ‘machine learning’ and 
‘expert systems’, again over time and across literature: <https://tinyurl.com/33j7w9bb>.) 
Alternatively, they could simply remain in use by legal practitioners owing to their predictability 
and transparency–as outlined below.  

Expert systems were considered by early AI researchers in the 1980s to represent the most 
likely form of AI to penetrate legal practice (Buchanan, 2005; Bench-Capon et al. 2012) partly 
because they use a system to mimic consultation with a human expert. Expert systems are 
however today considered to be a historic form of AI by modern AI researchers.  

As shown below, expert systems have not fully penetrated legal practice as expected, but 
many modern legal technology systems that provide legal process automation (which would not 
themselves be called ‘expert systems’) do use the ‘decision tree’ component of early expert 
systems as a method of codifying expert legal knowledge. The ‘decision tree’ part of expert 
systems technology has proven to be the most useful and resilient to technical change. Despite 
much technological potential for decision-making, it is shown below that decision trees are 
currently used in legal practice most frequently for simple automation tasks. They are used as 
mere tools to streamline the navigation of knowledge rather than as tools to augment cognitive 
processes or to allow systems to actually make optimal decisions. This is an area that can be 
improved upon. The adoption of expert systems by practitioners and the lack of adoption of 
ANNs (see below) suggests that the legal profession has been more comfortable allowing 
technology to augment human knowledge than to augment critical reasoning skills.  

During the 1980s and 1990s, expert systems were viewed as the most promising field of AI 
research for application in the legal profession (Aggarwal, 2018 p.453; Ng, 2017), partly 
because solving many legal problems relies on the application of codified knowledge such as 
the multi-limbed tests of statutes and case law as well as on rule-based decision-making. Expert 
systems were also very much in vogue generally across many potential fields of application and 
showed great promise in many other domains that rely heavily on structured knowledge 
including medicine and social science (Buchanan 2012; Bench-Capon et al. 2012). Although 
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research in the area has declined since the 1990s, expert systems still have two distinct 
advantages for legal practice.  

The first advantage is that most routine legal practice is highly codified. Whilst machine 
learning might lend itself well to numerical problems and whilst ANNs might lend themselves 
well to the thorny problems of legal philosophy or more subjective legal problems (see below), 
expert systems lend themselves well to the standard codified types of problems that arise in 
routine day-to-day legal practice.  Not all tasks however are conducive to expert systems: risk 
modelling and risk scoring is far better suited to statistical methods and machine learning 
(Khoylou, undated; Anderson 2007; Siddiqi, 2006; Lewis, 1990). 

The second advantage is that expert systems do not suffer the ‘black box’ problem of other 
forms of AI such as ANNs (see below) (Aggarwal, 2018). An expert system might use a decision 
tree that contains millions of branches, but each can realistically be inspected and understood 
by a human at some level, unlike the billions of variously weighted connections in an ANN (see 
below) where even the basic task of estimating the required number of branches is a subject of 
research (see below). The feature of expert systems that gives rise to their openness to scrutiny 
also makes their outputs predictable.  Earlier AI methods were far less sophisticated but more 
transparent (Hinton, 1976). 

Given the previous practical problem of updating expert systems as a field developed (it 
involved duplicating and posting floppy disks with updates), it was historically the case that 
relatively stable areas of law were most suitable for expert systems. That constraint is now 
somewhat historic (Bench-Capon et al. 2012; Susskind presentation to Vanderbilt Law School, 
2016).  

Given the above two advantages, it is not surprising that a highly cited author in the field 
of legal AI, Richard Susskind, is from the arena of expert systems (Susskind, 1986) rather than 
e.g., the arenas of machine learning or ANNs (this could alternatively simply be an accident of 
timing for Mr Susskind as expert systems were the predominant form of AI at the time of his 
early doctoral research (see Google Ngram viewer: https://tinyurl.com/2wbbmd5x. 

Susskind gives the (non-legal sector) example of TurboTax (Susskind, 2015; Also discussed 
at Online Courts Hackathon, 2017) as a modern-day expert system which has been highly 
successful in helping individuals with personal tax returns in the USA. TurboTax can, in many 
cases, bypass the need for hiring an accountant and is used by tens of millions of Americans 
(see https://turbotax.intuit.com) to prepare and file their tax returns.   

Susskind has stated that many of the software tools that have penetrated legal practice 
today are based on the science of expert systems (Susskind presentation to Vanderbilt Law 
School, 2016).  This view is true in current practice for the ‘decision-tree’ part of expert systems 
(i.e., the knowledge-base part), but it is less so for the inference engine part, i.e., the reasoning 
engine, or the ‘symbolic logic’ part of AI, (see distinction below). It is not entirely the case that 
expert systems as they were imagined in the 1980s and 1990s are pervasive in modern legal 
practice, but it is the case that the knowledge-base part of the technology is generally well 
adopted and that decision trees specifically are broadly adopted.  

 
Components of expert systems 
 
Expert systems have two key components: logical rules and a knowledge base. Other 
components include a user interface and an import/export capability. The rules govern how 
decisions are made and the knowledge base contains all of the decision options available. The 
logical rules are sometimes described as forming an ‘inference engine’ and the knowledge base 
has often been in the form of a decision tree. Other data structures exist for the knowledge base, 
but decision trees have the advantage that they use very simple and transparent logic. Like 
flowcharts, options are split into forking branches at the point of each decision. Furthermore, 
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an expert can often easily codify his or her expertise into a decision tree but may struggle to do 
so in another data structure. To generate an expert system, human knowledge needs to be 
computerised. This has historically been done manually.  
 

Decision trees 
 
The phrase ‘decision tree’ is used to describe the most common way that computer systems 
structure the knowledge that is used for systems like expert systems.  There are many conceptual 
methods of structuring knowledge for computer systems, including using linked tables, 
taxonomies and lists, but the ‘decision tree’ structure which would typically look like a sideways 
tree of forking branches if depicted, is a particularly useful method of codifying human 
knowledge. It is like an advanced flowchart in computer-readable form. Using a decision tree, 
an ‘expert system’ can navigate through the branches of a series of linked questions and can 
reach an appropriate output.  

As outlined in the summary definition above, decision trees in computer systems are tools 
for storing expert knowledge in a structured fashion. The above definition can be expanded 
upon as follows: Decision trees (as far as decision science is concerned) can do slightly more 
than act as taxonomies of knowledge since they can contain the rules regarding which paths 
should be followed. This aspect of decision trees has not been adopted widely in the legal sector. 
Decision trees can thus contain codified knowledge with the intrinsic structure containing e.g., 
a simple form of logic (Hofstadter, 1979; Newell and Simon, 1976).  

Two potential improvements for the use of decision trees for legal practice are described 
at the end of this section. These are 1) to use algorithms to generate legal decision trees 
automatically and 2) to enrich legal decision trees using proven methods from decision science 
so that humans can be taken out of ‘the loop’. These improvements would 1) reduce the labour-
intensive human burden of codifying knowledge for systems and 2) take legal technology 
systems beyond mere automation of knowledge access and closer to the realm of decision-
making. These proposed improvements would only partially mitigate the limitations of expert 
system technology. More progress can be made with a different AI technology: ANNs which 
are discussed after this section.  

 
How decision trees have penetrated legal practice 
 
Richard Susskind’s expert system from the late 1980s was a computerised method of navigating 
the then-emerging Latent Damages Bill (Susskind, 1986). Susskind called the emerging new law 
the ‘latent damages system’. This became an Act in 1986. The decision tree that was developed 
for that statute streamlined a lawyers’ work navigating through a vast number of potential paths 
through the complex legislation. It reduced the amount of legal research time needed to do so 
and meant that a human legal expert was not needed to navigate the Act. A non-expert could 
respond to a series of prompts on a computer system to do so. Originally, such a system could 
only be developed as a collaboration between a computer scientist and a legal subject matter 
expert, but today, software tools allow lawyers to codify their knowledge directly without the 
need for lawyer-programmer collaborations. One tool for computerising fields of knowledge 
without the need for a software programmer or computer science skills is called ‘PrecisionTree’. 
The possibilities arising from expert systems have only marginally been realised by the legal 
profession (see below).  
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The adoption of decision trees by law firms 
 
In recent years, a number of so-called ‘no code’ solutions have emerged for legal and other 
professionals. These are software tools that allow lawyers, and others, to build simple 
automation systems, usually based on decision trees (Common tools are called Bryter and 
Microsoft Power Apps: https://bryter.com and https://powerapps.microsoft.com/). Lawyers 
(or anyone who is not a programmer) can do so by dragging and dropping different process 
steps onscreen to design a decision tree. They can also add simple logical operators between 
steps (e.g., ‘if … then…’ operators). The tool then produces code in the background, bypassing 
the need for a software programmer to codify a decision tree within software code. The use of 
these tools takes lawyers away from profitable legal work whilst designing an automation 
routine with the hope often that the resulting tool can improve future profits, however it is often 
easier for a law firm to justify this temporary cost than to hire software programmers or to try 
to manage any form of software development project.  

Research has shown that to develop and adopt AI properly, law firms must attract people 
from non-legal backgrounds such as computer science and must also develop multi-disciplinary 
teams (Parnham, Sako and Armour, 2021; Armour, Parnham and Sako, 2020). This is difficult 
for law firms to achieve since for a law firm, each lawyer in private practice is typically a profit 
centre (i.e. a part of the business that adds to the bottom line) and each non-lawyer is typically 
a cost centre (i.e. a part of the business that creates a cost rather than a profit). This reason, 
which this paper considers to be primary, is touched upon in the above cited works (Parnham, 
Sako and Armour, 2021; Armour, Parnham and Sako, 2020) where a number of other factors 
explaining the difficulty are also discussed. The opposite is true outside of law firms where in-
house lawyers are seen as expensive back-office cost centres and the organisation’s core staff 
(according to its sector) are more likely to be profit centres. It may be easier to persuade a 
software firm that it needs more lawyers than it is to persuade a law firm that it really needs any 
software programmers.  

Given that economic incentives make an immediate switch to multi-disciplinary teams 
difficult for law firms, no-code solutions and their simple decision tree approaches have the 
potential to act as stepping-stones to allow new ways of generating value and profit to be 
attempted by firms to justify the changes needed to adopt this simple form of AI more broadly.  

 
Weaknesses of the current approach 
 
There are three main weaknesses of expert systems and decision tree technology. The first 
weakness is that systems using these technologies are relatively ‘fixed’ meaning that they are 
limited by the knowledge that has been programmed into them in advance by human experts 
(Armour and Sako, 2020 describe this as ‘top-down’). The second weakness is that expert 
systems and decision trees are only useful in scenarios that human experts are able to map. 
Many complex or one-off aspects of legal practice are very difficult to map and instead require 
practical experience. This is especially true for bespoke or novel legal problems as well as for 
the interactions with clients that are needed to understand and define a legal problem before a 
solution is attempted. The third weakness is that typically, most legal decision trees are simple 
flowchart-style decision trees which are used in systems that do little computationally to replace 
the higher-order cognitive processes that legal practitioners undertake when thinking deeply 
about a matter, but do a great deal to streamline routine legal work and to replace the 
procedural knowledge that lawyers otherwise rely on. If AI is a combined function of both 
artificial ‘knowledge’ and artificial ‘thinking’ then expert systems and decision trees are 
impressive in their ability to deal with structured knowledge but cannot be described as 
demonstrating any real artificial thinking beyond a very low-order type of thinking. Modern AI 
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researchers do not find the status-quo impressive and the potential for improvement is 
recognised by legal scholars (Higgins et al. 2020).  

As noted above, the expert systems of the 1980s and 1990s used ‘inference engines’ to help 
human operators to choose efficient paths through their decision trees but much of this 
technology proved to be overly complex and impractical. This aspect of expert systems 
technology has not penetrated legal practice. The only aspect of expert systems technology to 
have been adopted in the legal sector in any real sense is the decision tree aspect. Most legal 
technology thus comprises of mere knowledge navigation tools. Human reasoning is, for the 
most part, still needed to choose paths at each junction of a decision tree.  

 
Potential improvements 

 
Using algorithmically generated decision trees 

 
The decision trees described above are of the hand-crafted variety which humans can interact 
with directly. Many computer scientists will recognise the term ‘decision tree’ from a number 
of functions that can exist deep within computer systems. They are often used within systems 
for categorisation tasks where a system algorithmically extrapolates a classification tree from a 
body of pre-existing data so that future data can be arranged. The term ‘classification tree’ is 
usually used in such cases.  

To illustrate how this works, imagine a 19th century gold miner with the task of sorting 
through placer deposits to try to find gold or other precious metals. The human gold panner 
can classify the deposits by working them through an appropriate selection of panning sieves 
and screens. The hole sizes in the selection of panning sieves and screens used for the task would 
need to match the range of granularity that exists in the placer deposit for a given location and 
for the types of precious metal sought. The gold miner’s first task is to determine a suitable 
selection of sieves and screens for the task.  While an expert would immediately choose the right 
sizes of sieves and screens by looking at the placer deposit and by drawing upon prior 
experience, a completely inexperienced and unintelligent gold miner could, by simply blindly 
using a long process of trial-and-error, select a perfect set of sieves and screens.  A programmed 
machine could also perform the same task simply via automated means of trial and error and 
a process of elimination. In this illustration, the machine’s systematic method of finding a 
suitable series of sieves and screens to sort placer deposits is akin to a computer algorithm’s 
systematic method of finding a suitable classification tree to sort data. Through automated trial, 
error and elimination, with no need for expertise, a system can be programmed to build a 
classification tree from a sample of data. This is akin to Richard Feynman’s dumb filing clerk 
metaphor for computers (Feynman, 1996). I.e., computers simply carry out entirely mechanical 
and clerical operations quickly but appear intelligent. 

It has been shown that computer systems can be programmed to extract a decision tree 
algorithmically by systematically processing and organising the text of a long and complex 
statute (Mingay et al. 2022), but this is a relatively recent and small, unusual, example of such 
a technique. This technique is possible so long as the structure of the text of the statute can be 
interrogated using computer-based rules. This is useful so long as crafting the required rules is 
not more onerous than manually developing a decision tree from the statute. 

 
Borrowing from the domain of decision science 

 
To improve upon the status quo, and make better use of decision trees, another approach that 
could provide a major improvement would be for the legal profession to borrow from the 
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domain of decision science (which is sometimes called business analytics or quantitative decision 
making) when using decision trees (see: Winston and Albright, 2020; Wisniewski, 2009). 
Arguably, the term ‘science’ lends undue authority to this type of collection of basic 
mathematical principles (McDonald, 2017). The decision trees of decision science are not 
simply navigation tools like those described above but are enriched with information to allow 
either decisions to be taken by a human operator with better information available at each step, 
or to allow a system to calculate an optimal route through a decision tree in the same way that 
a satellite navigation system not only displays a digital map but can calculate an optimal route 
through it. These are decision trees that not only contain structured information about a set of 
decisions but are also enriched with information about possible outcomes at each decision 
junction.  

How does this work? To achieve this enrichment some mathematics is involved but it is 
relatively simple. First, for each factor of concern, the expected outcome is given a numerical 
value at each outcome point of the decision tree. Then, the probability of achieving the 
outcome is calculated at each decision node and each potential path is given a calculated value 
(Magee, 1964). This allows an algorithm, without human intervention, to decide upon an 
optimal path through the decision tree.  

For example, in a decision tree showing potential paths of a litigation process, if the only 
factors of concern are the legal costs involved and the potential quantum of a litigation 
settlement or damages award at the end, then the cost of each step can be added to each branch 
of the decision tree and the most likely average quantum gain or loss arising from taking each 
step from a statistical perspective can also be calculated and added to each branch. Here, 
statistical and actuarial skills are more important than legal experience.  

These enriched decision trees are well understood by business analysts in large 
corporations and in the insurance sector where actuarial science is well understood (Magee, 
1964), but they are rare in legal practice. The phrase ‘enriched’ here is used as a shorthand 
phrase to distinguish the decision trees of decision science or business analytics and the simpler 
mere navigation tools that are used in legal technology at present.  

 
Remaining limitations 
 
Even if the above two proposed improvements are to be incorporated into legal technology 
systems, the systems would still broadly suffer the limitations described above to some extent. 
Of these limitations, the dominant one is that complex tasks cannot be prescribed in a ‘top 
down’ fashion (Armour and Sako, 2020). ANNs offer significantly more promise.  

 
 

Artificial Neural networks 
 

 
Artificial Neural networks (ANNs) operate unlike traditional computational or data science 
techniques. Rather than processing-controlled inputs using pre-defined logical algorithms–
which represents the predominant method of symbolic AI and data science, ANNs are designed 
to use algorithms to mimic the basic behaviour of the neurons and synapses of human and 
animal brains (Lillicrap et al. 2020). Traditional computing can be said to be ‘symbolic’ since 
it takes symbolic representations of concepts and manipulates these using formulas to produce 
other symbolic representations. ANNs, sometimes called neural nets, can deal with richer and 
more complex problems than traditional logical computing methods can. Andrew Ng (2016) 
says that each ANN can undertake tasks needing about one moment of thought. The differences 
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materialise at a high level of abstraction. ANNs are algorithmically driven logical circuits but 
do not solve problems using logic. They are more sophisticated than the ‘inference engines’ of 
expert systems.  

It is appropriate to say ANNs mimic ‘basic’ biological brain functions since our 
understanding of the brain is limited and biological neural networks are currently 
immeasurably superior in terms of general flexibility than any currently available artificial 
counterpart. Experts disagree as to the timescale when ANNs will reach or surpass broad 
human capabilities (Kurzwell, 2005; Stoop, 2021). Some say it may occur in decades, others 
say it may occur in thousands of years–if at all.  

Synthetic neural networks–those that exist in digital computer systems–have nonetheless 
become highly sophisticated and can achieve astounding capabilities that were previously 
thought to be beyond the realm of computation. Successful example applications are translating 
languages and recognising images. ANNs show the type of intelligence that our ancestors have 
previously only observed in animals, and which has never previously been replicated 
mechanically. We have long utilised the learning abilities of animals by training e.g., dogs or 
even birds to assist us and ANNs allow us to now exploit the storage and processing ability of 
machines by training them to ‘learn’ how to process information to assist us. This can be seen 
by comparing historical animal training methods to machine learning-based technique (e.g., 
Ferreira, 2020). 

 
What Artificial Neural Networks are 
 
At a fundamental level, we know that human thinking is derived from a vast web of paths 
between an immense network of neurons connected by synapses in the brain and across the 
nervous system. (Note: in computer science literature, the American spelling of neuron is 
preferred (Mehta, 2020)). Connections are formed and strengthened in a quasi-evolutionary 
process through human learning over time. Ideas in the brain are formed through micro-
clusters of links between neurons at synapses at neural junctions and the nature of neuron 
connections in the brain is a field of ongoing discovery (Trafton, 2015). We process our 
experience of the world through these neural networks in our brains which ‘generalise’ solutions 
to problems (Stoop, 2021) and this discovery that micro-clusters of links in the biological brain 
can generalise solutions led to early ANN research (NY Times, 1958; Rosenblatt, 1957). The 
simplest fractional fragment of an idea might cause an incalculable number of neural pathways 
to ‘light up’ in the brain and a basic moment of thought might engage an enormous and even 
further incalculable number more. Human brains, which require more energy than other 
animal brains, have a significantly larger number of neurons which provides humans with our 
advantage in intelligence. The human brain has and uses a very high number of neurons and 
uses a large amount of energy as compared to the brains of members of other species (Bardone, 
2019). Synthetic (artificial) neural networks simulate the way the biological human brain learns 
via the development and strengthening of artificial neural pathways in computer systems. With 
ANNs, software-generated logical computer circuits are designed to behave like biological 
neurons and vast numbers can be generated in software and connected together with a network 
of logical links between them akin to biological neural pathways. Researchers are training 
ANNs of increasing size and their capabilities are therefore continually growing in scale. 

After a long history of failure in this subfield of AI between the 1950s and 2010s which 
had slowed after some promising developments occurred in the late 1940s and 1950s inspired 
by Alan Mathison Turing (Buchanan, 2005; McCarthy et al. 1955), a revival with enormous 
advances occurred in 2012, starting in the area of computer vision. An astounding 
improvement on prior neural-network attempts at labelling images triggered this revival. This 
was achieved by the computer scientist Geoffrey Hinton and two research students, Alex 
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Krizhevsky and Ilya Sutskever using tens of millions of artificial software-generated neurons 
(Krizhevsky, Sutskever and Hinton, 2012). This ground-breaking demonstration of their AI 
system revived the field.  The period before this ground-breaking advance is often referred to 
as the winter of AI. Hinton, who had also made significant contributions to the field in the 
1980s, received the Turing Award for his work. Modern systems now use far more artificial 
neurons but still operate at a scale of magnitude less than the biological human brain although 
the methods of counting differ for synthetic and biological neural networks (Barrett et al. 2019; 
Bae, 2021; Kriegeskorte, 2015).  

ANNs are trained or improved when sophisticated algorithms traverse and strengthen 
different paths through a structured neural network arranged in lines of code. This occurs 
through a process of training in a quasi-evolutionary fashion by exposing the network to inputs 
from a large number of training samples which have been tagged by humans. Training is 
maintained until a network that functions for a particular purpose is developed (Aggarwal, 
2018). The functionality of the ANN is driven by the strength of millions of different pathways 
across the vast repeatedly criss-crossing network between input and output options. The most 
efficient paths are strengthened through the network by this training process (Olah, 2017). 
Many untrained ANNs might be set up with the same original structure of connections prior 
to training and the same random weights for connections, but the final weights of the 
connections will differ as a result of the training exercise. It is these weighted connections that 
have utility. This can be described as a ‘bottom-up’ approach (Armour and Sako, 2020).  

One ANN might be trained to recognise images whilst another ANN that started with 
exactly the same structure, and originally looked identical to the original ANN that was later 
trained to recognise images, might instead be trained to recognise sounds. Two differently 
structured ANNs with a different number of neurons connected in different ways can also be 
trained for exactly the same task by being exposed to the same training samples. They would 
however develop differently and perform at different levels of accuracy. This is akin to e.g., a 
human child and a human adult in the same household with different numbers and structures 
of biological neurons in their brains learning the same new foreign language together but at 
different levels of comprehension as a result of the same exposure to foreign words (Brysbaert 
et al. 2016). Choosing the size and structure of the network itself can involve trial and error. A 
smaller ANN might outperform a larger ANN in some cases in the same way that children 
appear to be better at learning languages than adults (Brysbaert et al. 2016).  

Unlike a trained human brain which cannot be cloned (i.e., the training needs to be 
repeated for each human), a trained ANN can be copied and distributed at scale like other 
software systems and code samples can be shared between programmers using programming 
community websites. ANNs can also process information at a larger scale than the human brain 
(e.g., translation tools can deal with millions of pages or hours of audio and image recognition 
tools can deal with millions of images) but presently, unlike the human brain, ANNs are limited 
to narrow scopes of application.  

 
The difference between expert systems and ANNs 
 
The key difference between old-fashioned expert systems using decision trees and modern 
ANNs for present purposes can be explained with a metaphor from the built environment: the 
placement of footpaths in urban areas. Until the 1990s, when a hospital complex, university 
campus or other group of buildings was developed, the footpaths across grounds were typically 
rigidly designed in advance and laid out by engineers before anyone stepped foot on the new 
development. In the 1990s however, when developing the Illinois Institute of Technology, the 
architect Rem Koolhaas elected not to design the footpaths in advance, but instead to allow 
natural footpaths from the movement of people to form across the grounds (Bramley, 2018). 
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The architect could then revisit the area after several years and make permanent paths 
wherever natural paths had been formed by the natural trampling of grass along routes that 
proved convenient in practice in the absence of pre-prescribed designed routes. This was not 
an entirely new idea in the 1990s, but Koolhaas’ implementation seems to be the source from 
which the concept was popularised. The approach of Koolhaas was a far less rigid but a far 
more useful method of choosing the locations of footpaths but it required a lot to be left to 
chance.  

A number of university campuses have used this method in recent decades and these 
human-formed paths are called ‘desire paths’ in the literature. This is akin to the fundamental 
difference between expert systems’ decision trees and ANNs. The decision trees of expert 
systems use paths for decision-making that are prescribed in advance by experts crafting their 
knowledge in a structured fashion into the memory of computer systems. Nothing needs to be 
left to chance. ANNs, by contrast, use potentially billions of paths for solving problems and 
decision-making that are formed entirely by training via flows of data and feedback loops within 
a system, through the traversing of a network and the forming the paths. The training exercise 
to develop these paths, however, can be costly and can raise practical challenges (Aggarwal, 
2018; Russell and Norvig, 2016). Many instances of trial and error from data running through 
the system create natural paths which an engineer can later freeze in time once the neural 
pathways are established to make them permanent, or indeed a system can be designed to allow 
endless ongoing improvements over time where paths may change over time.   

This capability of ANNs to find ways of solving specific problems allows them to overcome 
the limitations of expert systems. Two examples below show how ANNs can be trained to 
undertake complex cognitive processes.  
 
Artificial Neural Networks for image recognition 
 
Understanding how ANNs achieve image recognition demonstrates their potential for dealing 
with many other types of rich and complex information–such as those used for legal reasoning.  

To start with the problem and the reason why the task needs something like ANNs: 
traditional computing works in a somewhat mechanical fashion whereby numerical inputs are 
processed by a computer which acts as a calculating machine. They are fed through 
mathematical algorithms so that an output can be produced. The information in an image is 
just too rich, even once extracted in a numerical format, to allow it to be processed 
computationally to reach any sensible output.  As shown below, one cannot imagine manually 
designing a mathematical formula to convert the information in an image file into a textual 
label. 

Why can’t mathematicians write a formula and algorithm for image recognition? A 
computer file containing an unencoded and uncompressed image is stored in a computer 
system as a very large number (i.e., a string of characters in computer memory), made up of 
small parts with values in specific patterns to represent colours (Charlap, 1995). A part of the 
string will contain information about the image format and another (for some image formats) 
can be split up into smaller strings and stacked as an array or matrix of pixels–but this level of 
abstraction is not required for present purposes. This describes a bitmap image where each 
pixel has a numerical value representing a mix of red, green and blue light (note: when the long 
numerical string is split and stacked as an array/matrix, the result is a pixel grid). A JPEG image 
is encoded so that shapes of colour and gradient tones are saved to reduce file size so that each 
pixel does not need to be remembered. A GIF image is encoded so that geometric shapes are 
remembered, again to reduce file size. Returning to the bitmap format, a single red pixel might 
have the number 100,0,0 (100 parts red, no parts green, no parts blue) (this is a simplification 
for present purposes). A one-megapixel image (which is small) can thus be stored in computer 
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memory as an extremely long numerical string (which can set out a matrix or array) with 
different digits representing each pixel of the image. Other formats are more compressed, but 
less simple to describe. Words in computer memory are also stored as numbers since each 
character of an alphabet has a numerical identifier within a computer system. What is needed 
for an image recognition task is for a computer system to take one enormous numerical string 
(an image) and match it to a selection of smaller numbers (words) with varying degrees of 
confidence. It is unfathomable to try to think of a calculation or algorithm that a human might 
be able to craft in advance that might take the very large numerical input string of an image 
file in computer memory as its input and, through computation, find matching smaller numbers 
(words) and degrees of confidence.  

With an ANN however, the very long list of input numbers can be matched to input 
neurons, which connect across a vast network of connected artificial neurons to a final output 
set of words at the end with a degree of confidence for each potential match. Across the 
network, every digit in the long input numerical string maps to every possible label at the end 
through layers that contain junctions connecting everything in one layer to everything in 
another. This starting point is an ‘untrained’ ANN. With training using examples, the links 
between inputs and labels can be lit-up across the vast criss-crossing network of connections 
and layers so that specific patterns of features naturally become more closely linked to specific 
labels. Millions of training examples might be needed for usefully weighted paths to form. The 
fact that networks have a depth of criss-crossing layers gives rise to the term ‘deep learning’. 
The ANN system is designed to increase the weight of the interconnections that are activated 
with each item of training. Eventually the weights build up so that without human intervention, 
each input image in the training set (each long number) will be mapped through the network 
to the correct label (or combination of labels). The layers of interconnected junctions in the 
middle of the network mean that as part of the process, patterns in the image (in the input 
number) cause certain clumps to activate. Future images which the system may be exposed to 
which were not part of the training set that have similar patterns are likely to cause the same 
clumps to activate and thus be mapped to the correct label (or combination of labels) at the 
end. This fine-tuning of weightings of network connection would be impossible for a human to 
define by hand, but it evolves naturally from the training exercise in the same way that 
biological brains learn, at least at a basic level. (‘Fine-tuning’ is used here in a descriptive sense. 
The phrase can also be used in a technical sense to describe the latter phase of training a 
general-purpose model.)  

The training exercise will teach the ANN how much strength to ascribe to each link 
between neurons so that however a combination of patterns in an image is detected at the start 
of the network, links through each layer of the network will eventually cause a best match of a 
possible image label at the end of the network to be found along with other close matches with 
varying degrees of confidence. An ANN might find many possible labels for an image with each 
having a different resulting strength and the image detection algorithm will typically be set to 
select the strongest match, or the top five matches. Once trained, the system will be able to 
label new images that it has not seen before.  

In any trained ANN, the connections are so vast, and the tunings so finely weighted that 
it is impossible to observe the network and comprehend quite how the fine-tuning ‘works’ 
completely. All we can know is that it works, not precisely how. This is the starting point for a 
vast body of research into ‘explainable AI’–the details of which are beyond the scope of this 
paper.  

Within the vast network of weights, some undecipherable mechanism for solving a 
problem will have been found through the evolutionary process described above. ANNs are 
structured in matrix-like layers so that multi-stage methods of solving are found.  
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Using Artificial Neural Networks for difficult tasks 
 
The potential application of ANNs to legal problems is a result of their general capacity to be 
adapted. ANNs have a remarkable ability to be trained to learn to undertake a wide variety of 
tasks that would be complex to describe in precise line-by-line instructions: they can be trained 
to deal with many types of problems in many industries that would typically otherwise require 
human effort.  

An example of the application of an ANN to a complex task is as follows: In the agricultural 
industry, male chicks are of no use for egg production so over the last century, trained humans 
have sorted male and female chicks using a variety of mostly visual methods (Horsey, 2002). 
Cognitive scientists have struggled to understand how humans can develop expert chick sexing 
abilities at a cognitive level, but the skill can be taught, and many schools of chick sexing exist 
(Williams, 2017). Following human selection, the vast majority of male chicks are culled early 
with very few kept for meat production. Female chicks are allowed to survive to be used for 
industrial egg production. Selective breeding mitigated the mass-culling of male chicks to a 
small extent, but it has long been the practice of the industry to sort male chicks of a few days 
old and cull them using industrial machinery–typically transporting them via conveyor belts to 
chick grinders called macerators. Globally, billions of male chicks are killed each year. In-ovo 
sexing, the practice of determining the sex of eggs before they hatch to avoid the culling of male 
chicks, has been a developing field over the last decade with various techniques involving 
hormones and biomarker tests arising (Zhu et al. 2021; Galli, 2018), yet these methods have 
proven to be more expensive than male chick culling so have gained little traction except in 
jurisdictions where legislation has intervened.  Returning to the opening proposition of this 
paragraph: In recent years, it has been discovered (in part by Adam Rivers of the USDA 
Agricultural Research Service) that ANNs can be trained for in-ovo sexing and remarkable 
progress has been made to reduce the cost of the exercise, increase the accuracy level and 
allowing the process to be completed earlier in an egg’s development. Computers have, through 
trial and error, been taught a seemingly magical skill with the potential of saving many male 
chicks from being born only to be ground in macerators. This is a skill that can be learned 
through experience but as-yet eludes any description so cannot be taught by direct instruction.  
 
Scale and complexity 
 
A trained ANN may have many hundreds of billions of finely tuned weights ascribed to possible 
links between synthetic neurons in order to function, but this remarkable and unimaginably 
complex fine-tuning is merely a result of the training exercise–not the result of intervention or 
purposeful fine-tuning by any intelligent agent. Indeed, the fine-tuning is often so complex that 
it could not be achieved manually. In the same way that a mountain will develop an efficient 
network of streams and waterfalls of ideal widths and depths for taking water to the river or sea 
at ground level, which can deal with the wide variety of weather conditions the mountain might 
face which would be very complex for a human engineer to design, so too an ANN will be fine-
tuned through training to deal with the types of inputs that it is designed to deal with.  

For machine translation tasks, previous AI techniques involved hundreds of linguists 
codifying language data into taxonomies for computers to read, with mappings between 
taxonomies and language rules carefully hand-crafted by linguistic experts. ANNs not only do 
not need this onerous human codifying effort but they significantly outperform the previous 
techniques that did. They can simply be trained from bodies of pre-translated text or speech 
and can find better patterns in language than a human expert could codify (Thompson, 2019).  
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ANNs can only be trained effectively with enormous libraries of training examples, and 
they improve with ongoing training.  

 
The ‘black box’ problem 
 
The ‘black box’ problem refers to the fact that a trained neural network with potentially billions 
of finely tuned weightings for connections between artificial neurons is so vast that it is 
practically impossible to know precisely what happens between each layer of connection 
(Aggarwal, 2018). Some form of reduction of abstraction between themes and concepts occurs 
at each layer of artificial neurons as processing occurs deeper into the network, but the precise 
method of working is unknowable. We simply know that a trained system works by observing 
its results. The inner workings are theoretically understandable, but practically impossible to 
decipher since if all the humans on the planet were able to co-operate on the task of trying to 
manually decode the working of a trained system, then it could in most cases take an 
incalculable number of human lifetimes (longer than the age of the universe) to untangle a 
trained network. It comes as no surprise that ANNs like human brains are ‘black boxes’: we 
cannot explain precisely how their (or our own) neural connections discriminate.  

In the same way that we cannot look inside a human brain to see how it functions, we are 
now in an era when we cannot look inside a computer ‘brain’ to see how it functions. This is 
problematic if bias exists but is not detected within an ANN as a result of training (Dubber et 
al 2020).  

Returning to the ‘desire paths’ metaphor, one might imagine it possible for, e.g., a historic 
bias of a higher number of male science students to cause future issues of bias to persist in the 
final paths. This could be caused by, e.g., male students walking between a science lab to the 
male dormitories leaving thick paths in the grass to be frozen in time by the returning architect 
who builds a path along the route to the disadvantage of future female science students who 
were not present when the natural paths were formed so did not create desire paths where fixed 
paths were later built. This exemplifies how bias can become captured, frozen and perpetuated 
by an AI system.  

Of course, applying any systematic scientific methods to business can raise ethical 
questions regardless of whether AI is involved (McDonald, 2017), but ANNs present specific 
challenges because their precise methods of working are unknown. There is a great deal of 
research work seeking to reduce the difficulty of this ‘black box’ problem, a sub-field often called 
explainable-AI (Vedaldi, 2019), but the fundamental problem of issues such as bias still exists 
for computers–as it does for humans (Higgins, 2020; Zuckerman, 2020).  
 
Application to legal practice 
 
ANNs are useful for dealing with rich and complex data sets that contain patterns that cannot 
be dealt with by expert systems, mathematics, logic or traditional algorithms. They are 
therefore useful for complex legal problems such as questions over precisely how overlapping 
existing laws should be applied to novel situations that arise in real life. Typically, ANNs have 
required large data sets (LeCun et al. 2016) but emerging artificial learning techniques are 
reducing this need (Aggarwal, 2018; Hinton and Salakhutdinov 2006) making ANNs more 
practical for use in legal practice.  

ANNs are already used by systems that support high-stakes litigation to unearth relevant 
documents, in complex transactions, to review documents and to highlight legal risks 
(Zuckerman, 2020). These tasks were traditionally performed by human practitioners charging 
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hourly fees meaning that some aspects of legal work have changed, however, more broadly, the 
impact of ANNs on legal practice has to date been limited.  
 
Potential uses of Artificial Neural Networks in legal practice 
 
Examples of what ANNs might feasibly be trained to do (given enough training examples) 
include to:  

1. Select the legal principles that apply to a given set of facts. 
2. Predict case outcomes based on past cases with similar facts. 
3. Detect which field of law is engaged by a problem. 
4. Propose solutions for jurisdictional problems or conflict-of-law problems. 
5. Replace a traditional expert-system that might otherwise take many human lifetimes to 

handcraft. 
6. Examine a legal document and determine what type of document it is. 
7. Detect gaps in legal documents. 
8. Identify ‘loopholes’ across a large body of legislation or a large collection of contracts. 
9. Evaluate quantum levels. 
10. Identify whether witness evidence is likely to be believed or disbelieved.  
There are many other possibilities, but a limited list of ten examples has been selected to 

maintain brevity. It should be noted that each application here is a narrow micro-task.  
 
Application of Artificial Neural Networks to multi-stage legal processes  
 
Many tasks of legal practice involve different mixes of cognitive processes. By combining 
together trained ANNs that perform narrow functions, either in collaboration or in 
competition, more complex systems can be developed. For example, when a human lawyer 
responds to a client’s question about the law, a sequence of cognitive processes is required. 
Replicating the sequence of processes would require a combination of ANNs that are trained 
to complete different linked narrow tasks such as (again selecting 10 examples):  

1. Determining whether the question being asked is a legal question at all; 
2. identifying the jurisdiction and scope of the question;  
3. identifying the body of law that is engaged;  
4. understanding the framework of the broad body of law that has been engaged;  
5. identifying the issues from the facts (based on the broad body of law);  
6. breaking the question down into sub-questions; 
7. identifying the correct narrow elements of law for each sub-question; 
8. applying the narrow law to the facts; 
9. organising a proposed answer; and, 
10. summarising the proposed answer for a client.  
A practising lawyer dealing with a legal issue will typically undertake the above micro-

steps or a similar arrangement of similar steps.  
As another example, preparing a witness statement on behalf of a client for trial could 

involve the following sub-processes (again selecting 10 examples): 
1. Identifying the relevant law (which may have sub-processes, see above); 
2. taking a broad statement initially from a witness (transcribing what the witness says 

orally); 
3. identifying how facts engage different areas of law and selecting the relevant legal tests 

that facts need to speak to (or not); 



Applied AI and Legal Practice 

 

4. identifying gaps where legal tests require further facts or logical gaps in the witness’ 
story; 

5. developing (ethical) prompting questions where the witness might (or might not) fill 
gaps; 

6. removing irrelevant parts of evidence; 
7. removing evidence that should be provided by an expert or other witness; 
8. removing hearsay evidence or other evidence that is procedurally objectionable; 
9. choosing an appropriate order for the evidence (by theme or chronology); and, 
10. summarising the evidence appropriately in the witness’s own words. 
This shows that a system’s functionality can be maximised by using ANNs in combination.  
 
Competition between ANNs also enhances their potential, specifically where creativity is 

needed. AI art for example involves one ANN that is trained to generate random results and 
another ANN that is trained to test how realistic each result is based on trained prior examples 
(Aggarwal, 2018).  There is no shortage of creative cognitive processes needed in legal practice 
and thus no shortage of potential for ANNs.  

 
 

Conclusions and recommendations 
 
 
Six broad conclusions and recommendations can be drawn from the above analysis: 

1. Apparent paradoxes both arising in the legal AI literature and between researchers and 
legal practitioners can, to some extent, be explained by the fact that different writers use 
the term ‘AI’ to mean different things. A researcher may envisage ANNs when AI is 
discussed and say that legal practice can be fundamentally transformed by AI, whilst a 
legal practitioner may envisage decision trees and conclude that AI is already part of his 
or her legal practice and consider that there is little real scope for transformation. I.e. 
to some extent, the fact that very different types of AI exist can explain the conflict of 
visions that arises for legal AI.  

2. It is only partially correct to say that ‘expert systems’ have been adopted by the legal 
sector. The inference engine part of expert systems technology has not been widely 
adopted, but the knowledge base part of the technology has been widely adopted using 
decision trees.  

3. The technology that has been adopted in legal practice has, to date and, involved the 
relatively simple and understandable automation of knowledge-based processes. 
Lawyers have been more comfortable allowing systems to augment their knowledge 
than to allow systems to augment their critical thinking skills.  

4. There is great potential for the legal sector to use algorithmically generated decision 
trees. These have been used in other fields and the application of these to a legal context 
is a promising recent innovation.  

5. Another area for improvement is for law firms to adopt the enriched decision trees of 
decision science. These are used in business analytics and have much utility, but these 
have not yet penetrated the legal profession at any scale.  

6. Beyond improving decision tree technology, ANNs provide a fundamentally different 
approach to legal problem-solving and have significant potential for the legal sector. 
ANNs have the potential to tackle more complex, multi-stage, legal tasks especially if 
multiple, potentially more complex, ANNs are used in combination.  
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